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I describe ongoing work towards my PhD. I am developing a framework of trust for Internet of Things(IoT) data that extends 
Research through Design(RtD) and Speculative Design methods with Human Data Interaction(HDI) and postphenomenology. 
I put forward an interactive system that can provide ways for people to interact with IoT data in a performative way. 
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1 MOTIVATION AND RELATED WORK 

The growing number of IoT devices and the rise of pervasive and ubiquitous computing is questioning how 
human beings interact with data [1]. Although GDPR and IoT device manufacturers put in place policies for 
citizens to engage with data practices, there are still few ways in which people can interact with and control 
personal data. This project builds upon RtD as a generative process [2, 3, 4], Design Fiction as world building 
[5,6,7,8], postphenomenological understandings of trust [9, 10, 11] and work in HCI and HDI that contribute 
towards designing interactive systems between people and data [12, 13, 14, 15, 16, 17, 18, 19, 20]. 

2 METHODS AND FINDINGS 

5 participants from across the UK participated in Design ethnography, interviews and co-creation exercises, 
situated around provocative cultural probes [21, 22]. I detail one of the concepts that emerged from the RtD 
methods - Data Gates. The themes emerging from the research and concept development were extended to 
incorporate the tenets from HDI [1] as well as elements from postphenomenological notions of trust [9, 10, 11] 
to form a framework around designing for trust in the IoT. 

Table 1: Designing for Trust in the IoT Framework 

Design Principle Description 
Agency and Action Agency extends to designing for action, allowing people to actively shape data trust 

relationships. 
Interaction The IoT must provide interactive methods for engaging with data. 
Legibility Data rights and regulations for IoT devices must be legible to people and machines. 
Negotiability People must be able to negotiate data choices beyond the binaries of yes and no. 
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Design Principle Description 
Confidence Systems must encourage confidence by encouraging exploration. 
Responsibility People should be allowed to take responsibility for informed data choices. 
Context Systems must allow dynamic data interactions based on context. 
Privacy as Performance Privacy is related to the behaviour modification aspects and ‘always-on’ nature of IoT 

devices. We must design for the performative nature of Human-IoT interaction.  

 

2.1 Participant Quotes 

“I feel like the internet has become this hyper-capitalist place. People talk about re-wilding the internet 
and I think that kind of attitude might be helpful in having a broader market.” 
“I would have no issue having a little server box in my home where all the data is stored. Then, again, 
you’ve got that control of when the data is purged, what data is kept, what data isn’t kept.” 
“If you’re being watched, and you know you’re being recorded, then it’s obviously going to alter your 
mood, alter what you say, alter what you do.” 

2.2 Data Gates 

Data Gates is a speculative design system for interacting with data collection in IoT devices, named after and 
inspired by the Boolean logic gates that control computers. This system allows users to practice agency, 
legibility, negotiability with IoT data in a performative way. People can experiment with combinations of RFID 
stickers to create personalized rules in their home, community or city. This concept will be prototyped using 
open-source technology. Photo and video will be used to explore design fiction futures in the next phase of 
research.  
 

 

Figure 1: Working of Data Gates system. An IoT device recognizes a data gate RFID tag in a doorway and turns off video 
capture based on the tag instruction.  
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Figure 2: A smart speaker placed next to Data Gate RFID stickers turns off its microphone and stops uploading data to the 
cloud based on the Data Gate instructions.  
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